MR Quantification of Cerebral Ventricular Volume Using a Semiautomated Algorithm


PURPOSE: A semiautomated border identification algorithm, insensitive to user bias, is evaluated for accuracy and speed in the measurement of ventricular volumes from three-dimensional MR images. METHODS: A three-dimensional gradient-echo technique was implemented on a Signa clinical imaging system. Data from phantoms and patients were analyzed for volume using a segmentation algorithm designed with: 1) correction for partial volume averaging; 2) insensitivity to user bias; and 3) speed. Accuracy, precision, and intra- and interobserver variability were determined. RESULTS: Average error for phantom studies was 4% to 6%, or 1 to 2 cc across the volumes, which ranged from normal to mild hydrocephalus (<60 cc). Patient studies showed intra- and interobserver error of 2.3% and 7.8%, respectively. The correction for partial volume averaging resulted in a threefold decrease in error. Data were acquired and reconstructed within 7 minutes. Experienced radiologists required less than 15 minutes to perform each analysis. CONCLUSIONS: This algorithm allows accurate measurement of ventricular volumes in an efficient, minimally supervised manner.
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Accurate determination of cerebral ventricular volumes can be important for the diagnosis of hydrocephalus and can provide important follow-up information in patients with intraventricular shunts. Changes in cerebrospinal fluid (CSF) ventricular volume also have been shown to have clinical significance in patients with Alzheimer disease (1-3) and benign intracranial hypertension (4). However, the majority of studies in the literature on measuring cerebral ventricular size have been conducted with computed tomography, often using linear or area measurements as indices of ventricular volume (3, 5-14). Those magnetic resonance studies which measured actual volumes were done with skip areas (15-18) with lower resolution than magnetic resonance can provide (19-22) or with long imaging or analysis times (1, 23-25) that are not practical for routine clinical applications.

The purpose of the present study was to test a semiautomated computer algorithm able to calculate cerebral ventricular volume rapidly with minimal operator input and to correct for partial volume effects.

Methods

Phantom Studies

Phantom Construction. A diagram of the phantom is shown in Figure 1. Three paraffin cylinders were constructed with volumes of 12.3 ± 0.5 mL (±1 SD, n = 5), 29.2 ± 0.2 mL (±1 SD, n = 5), and 58.6 ± 0.7 mL (±1 SD, n = 8). These volumes were determined by multiple measurements of the weight of water displaced by the phantoms; the average measurement was used as the true volume of the phantoms. These volumes approximate the range of ventricular volumes encountered in patients with normal to mildly enlarged ventricles, as reported in both the pathology and imaging literature (20, 26-29). The paraffin cylinders were suspended in water titrated with gadopentetate dimeglumine (Magnevist, Berlex Laboratories, Inc, Wayne, NJ), to obtain the same contrast ratio between the water and paraffin as that between brain
parenchyma and CSF in normal brains imaged with the same gradient-echo, three-dimensional (3D) pulse sequence technique. The final concentration of gadolinium was not determined. The paraffin blocks were suspended on cotton threads in the water to ensure that water completely surrounded the cylinders. The solid paraffin cylinders avoided a physical separation between the two compartments that would artificially aid in boundary determination during image analysis.

Data Acquisition. A customized, gradient-echo 3D pulse sequence on the Signa 1.5-T imager (GE, Milwaukee, Wis; software version 3.38) was used to acquire 28 contiguous sections. The current software release (version 4.7) for Signa has a commercial equivalent of this sequence (SPGR), which has a shorter echo time (5 msec) than that available with the 3.38 software. Scan parameters were chosen for optimal brain parenchyma-to-CSF contrast and optimal signal-to-noise ratio. The parameters used were 50/9/1 (repetition time/echo time/excitations), flip angle 50°, and field of view 24 cm. Both 256 X 128 and 256 X 256 matrices were acquired for the phantom. Data sets with section thicknesses of both 3 and 5 mm were obtained on phantoms. Only 5-mm thick sections and field of view 128 X 256 were obtained on patients. Images were obtained in the coronal plane orthogonal to and at 30° to the long axis of the phantoms to provide different partial volume contributions. Patient studies were performed in the coronal plane.

Data Analysis. Images were analyzed on a Sun 4 workstation (Sun Microsystems, Mountain View, Calif) using a semiautomated image segmentation package which reads data from any format and identifies borders between two contiguous compartments sampled by the operator as described below.

Before beginning the analysis, the operator selects several circular regions in the area of pure foreground (regions labeled F in Fig 2) to define the average intensity value of the foreground, averaged over the selected regions. This number for average intensity of the foreground is identified as pure F. To define a given boundary, such as that between CSF and brain parenchyma, the operator selects an area on each side of the desired border by placing the cursor at the appropriate positions (points x and y in Fig 2). The computer then automatically samples a circular region around each point, with a radius equal to one-third of the distance between the two selected points (circles labeled X and Y in Fig 2). By comparing the distribution of signal intensities in each of the two circular regions, the computer determines the border value, which results in the least number of misclassified pixels between the two populations. The border is superimposed on the displayed image, and the computer automatically classifies pixels or fractions of pixels which contribute to the total volume based on the signal intensity of each, compared with the signal intensities of the background and foreground. To provide a correction for partial volume averaging, the pure background must be sampled. This is done automatically by the algorithm by choosing a third point (labeled b in Fig 2) to estimate locally the background intensity. This point is located a distance half the distance between the two original points away from the previously selected point, y. A circular area with the radius equal to half the distance between the two original points is sampled (circle labeled B in Fig 2), generating an average signal intensity value (BSI) for the pure background region. Because circle Y is close to the desired border and contains voxels with partial voluming, it cannot substitute for circle B. The operator then confirms the region of interest (ROI) which has been outlined by the
TABLE 1: Phantom volumes with and without correction for partial volume averaging

<table>
<thead>
<tr>
<th>True Volume (ml)</th>
<th>Orientation</th>
<th>Volume (ml) Without Correction (Mean ± 1 SD)</th>
<th>% Error</th>
<th>Volume (ml) With Correction (Mean ± 1 SD)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>58.6</td>
<td>Axial</td>
<td>61.5 ± 0.2</td>
<td>5</td>
<td>56.3 ± 3.2</td>
<td>4</td>
</tr>
<tr>
<td>29.2</td>
<td>Axial</td>
<td>30.9 ± 0.1</td>
<td>6</td>
<td>27.2 ± 1.7</td>
<td>7</td>
</tr>
<tr>
<td>12.3</td>
<td>Axial</td>
<td>13.0 ± 0.1</td>
<td>5</td>
<td>11.5 ± 0.7</td>
<td>6</td>
</tr>
<tr>
<td>Average % Error</td>
<td></td>
<td></td>
<td>5.3</td>
<td>5.7</td>
<td></td>
</tr>
</tbody>
</table>

Results

Phantom Studies

Results of phantom studies both with and without correction for partial volume averaging are shown in Table 1. The mean error with the partial volume averaging correction was 2 mL for the axial scans and 1 mL for the 30° angle scans. The volumes from axial images, taken in a plane perpendicular to the long axis of the phantoms, do not show a significant difference before and after partial volume correction (5.3% versus 5.7%). Presumably this is because there is very little partial volume averaging in the axial images of the phantoms. One would expect only a small amount of volume averaging in the pixels at the edges of the phantom border, and in this particular phantom the end section volume averaging was minimal because the phantom length of 6 cm allowed the acquisition of 12.5-mm sections with minimal volume averaging at the ends. However, in the 30° angle images, in which partial volume averaging effects are larger because of the oblique angle, the reduction in error when using the partial volume correction was significant and represented a threefold decrease in the average error (from 12.3% to 3.9%).

Although the volumes obtained without the partial volume corrections were higher than the true volumes (Table 1, column 3), the volumes obtained with the partial volume corrections were slightly lower (Table 1, column 5). In the phantoms with high-contrast borders, Gibbs ringing artifact along the borders resulted in lower calculated volumes because of overestimation of the true signal intensity value of the inner region. Because of the sharper borders and more severe ringing artifact in the axial phantoms, this artifact contributed to the higher percentage error of axial images than the 30° angle images.

Patient Studies

Six adult patients were examined with customized, gradient-echo 3D pulse sequence during a routine brain screening protocol. The average age of the patients was 50 years, with a range of 28 to 78. There were three men and three women. Two patients had a diagnosis of ventriculomegaly associated with cerebral atrophy: one had nonspecific subarachnoid enlargement with normal ventricles, one had an area of focal gliosis with normal ventricles, and two patients had normal brain MR examinations. Informed consent was obtained from all participants.

Data acquisition and analysis were performed using the techniques outlined for the phantoms. To determine the average signal intensity representing pure foreground value of CSF, ROIs were sampled by the operator from several coronal images of the lateral ventricles at their widest diameter.

contour map, and the volume contribution automatically determined by the computer. Using both the mean foreground signal intensity (FSI) and the mean BSI, corrections for partial volume averaging in the ROI chosen by the operator are made according to the following formula:

\[ \text{volume} = \text{ROI} - \text{FSI} - \text{BSI} \]

The difference in average signal intensity between the background and the ROI as a fraction of the difference in average signal intensity between the background and the foreground is multiplied by the area in pixels of the ROI to obtain a corrected volume. This accounts for partial volume averaging and is scaled by the pixel dimensions and section thickness. In summary, once the operator has selected the initial two areas of interest on either side of the desired border (points x and y in Fig 1), the border is automatically determined, and the region and corrected volume of the ROI are calculated in less than 1 sec. The computer uses the original image intensity data for calculation of the borders and the partial volume correction. The computer program also allows manual modification of any part of the border, if desired. The volumes for each region are automatically summed over the entire 3D stack to yield a final total volume after all sections have been analyzed.
TABLE 2: The effect of voxel size on the percent error of phantom volume measurements

<table>
<thead>
<tr>
<th>ST* (mm)</th>
<th>Matrix Size</th>
<th>Voxel Size (mm³)</th>
<th>Timeb (min)</th>
<th>Large* Phantom</th>
<th>% Error</th>
<th>Medium* Phantom</th>
<th>% Error</th>
<th>Small* Phantom</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>256 × 128</td>
<td>8.79</td>
<td>6:35</td>
<td>57.3 ± 1.9</td>
<td>2.3</td>
<td>29.0 ± 0.5</td>
<td>0.5</td>
<td>12.0 ± 0.3</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>256 × 128</td>
<td>5.27</td>
<td>12:45</td>
<td>57.8 ± 1.6</td>
<td>1.4</td>
<td>29.6 ± 0.5</td>
<td>1.3</td>
<td>12.5 ± 0.3</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>256 × 256</td>
<td>4.39</td>
<td>10:55</td>
<td>59.0 ± 0.4</td>
<td>0.1</td>
<td>28.8 ± 1.2</td>
<td>1.3</td>
<td>11.3 ± 0.6</td>
<td>5.3</td>
</tr>
<tr>
<td>3</td>
<td>256 × 256</td>
<td>2.64</td>
<td>22:05</td>
<td>58.6 ± 0.1</td>
<td>&lt;0.1</td>
<td>29.3 ± 0.1</td>
<td>0.5</td>
<td>12.3 ± 0.4</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

Note.—Each set of images was analyzed three times by a single individual.

a Section thickness.

b Time represents the total data acquisition time and image reconstruction time.

c Volume = 58.6 ml.

d Volume = 29.2 ml.

e Volume = 2.3 ml.

The time required for computational analysis of the phantoms was approximately 2 seconds per section, with a total operator time, including review and selection of pure foreground and points x, y for each of 28 sections, of less than 10 minutes.

To calculate interobserver variability, results were compared between two observers. There was no significant difference in the results (P > .05). To test the effect of varying the voxel size on measurement errors of the phantom volumes, images were taken at a 30° angle with four different voxel sizes. The partial volume averaging correction was used. Five- and 3-mm sections were taken with both 256 × 128 and 256 × 256 matrices. The results are shown in Table 2.

Although the percent error is lower for the smaller voxel sizes, application of the Student t test shows that there is no significant difference between the calculated volumes when using different voxel sizes and partial volume correction (P > .05). However, although the calculated volumes are not significantly different, there is a substantial increase in the time of acquisition and reconstruction for the smaller voxel sizes; 6 minutes and 35 seconds for the largest voxels, compared with 22 minutes and 5 seconds for the smallest voxel.

Clinical Studies

Imaging was performed in the coronal plane because of its perpendicular orientation to the long axis of the lateral ventricles, which comprise the largest portion of the cerebral ventricular system. For a fixed section thickness, less section-to-section contour variation is seen in the lateral ventricles using the coronal plane as compared with the variation seen in the axial and sagittal planes.

<table>
<thead>
<tr>
<th>Ventricular Volumes</th>
<th>1st Analysis</th>
<th>2nd Analysis</th>
<th>3rd Analysis</th>
<th>Coefficient of Variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right lateral</td>
<td>21.3</td>
<td>23.2</td>
<td>22.7</td>
<td>4.4</td>
</tr>
<tr>
<td>Left lateral</td>
<td>21.8</td>
<td>20.1</td>
<td>21.5</td>
<td>4.3</td>
</tr>
<tr>
<td>Third</td>
<td>1.8</td>
<td>1.6</td>
<td>2.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Fourth</td>
<td>1.5</td>
<td>2.1</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Total</td>
<td>46.4</td>
<td>47.0</td>
<td>48.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

TABLE 3: Intraobserver coefficient of variation

<table>
<thead>
<tr>
<th>Patient</th>
<th>Clinical Diagnosis</th>
<th>Ventricular Volume (Mean ± 1 SD)</th>
<th>Coefficient of Variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal</td>
<td>6.4 ± 0.6</td>
<td>9.8</td>
</tr>
<tr>
<td>2</td>
<td>Focal gliosis/normal ventricles</td>
<td>8.4 ± 0.8</td>
<td>9.6</td>
</tr>
<tr>
<td>3</td>
<td>Increased extraventricular CSF/normal ventricles</td>
<td>9.2 ± 1.3</td>
<td>14.1</td>
</tr>
<tr>
<td>4</td>
<td>Normal</td>
<td>25.4 ± 1.9</td>
<td>7.3</td>
</tr>
<tr>
<td>5</td>
<td>Cerebral Atrophy/ventriculomegaly</td>
<td>46.5 ± 0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>Cerebral Atrophy/ventriculomegaly</td>
<td>62.3 ± 3.2</td>
<td>5.1</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>7.8</td>
</tr>
</tbody>
</table>

In the calculation of CSF ventricular volume for six patients, the intraobserver coefficient of variation determined from three calculations performed at separate points in time on one patient was 2.3% (Table 3), whereas the interobserver variation determined from examination of six patient scans by three experienced observers was 7.8% (Table 4). Although the number of this preliminary study is small, it is clear that for patients with the highest ventricular volumes (>25 mL), which could be expected in hydrocephalus, the error is even lower (4%) than when the patients with normal ventricular volumes are included.

For a brain study, the computational analysis time is approximately 15 seconds per section,
requiring an experienced operator a total of 15 minutes to analyze an entire brain with ventricles covering 18 sections. This total time includes loading the program, reading in the images, sampling the pure foreground, and selecting x and y points for the ventricular border for each section and confirming the computer-selected ROI.

Discussion

The volumetric study of phantoms demonstrates that volume averaging contributes significantly to error when using a thresholding technique, and that this error can be dramatically improved when correction is made for partial volume averaging. Phantom studies also confirm that it is reasonable to use larger voxel sizes for cerebral ventricular volume determination, especially when clinical imaging time is limited.

The range of cerebral ventricular volumes determined from our patient studies is consistent with published values (20, 26–29). Because the 3D volume technique covers the entire ventricular system, precise alignment of the patient in the scanner from examination to examination is not required in order to compare results of ventricular volume analysis over time. We note that Figure 3 shows segmentation of the brain as the algorithm finds all tissue and CSF borders. Only the ventricles are selected in these studies. Brain volume can be measured in the same way as ventricular volume with this algorithm, and such applications will be presented elsewhere. Separation of gray and white matter also can be achieved with this algorithm, but the acquired data must be optimized for gray and white matter contrast.

The errors in data acquisition are as follows. Gibbs ringing artifact, resulting from the contrast between the water doped with gadolinium and the paraffin, is more pronounced in the axial images than in those oriented at a 30° angle to the long axis of the phantoms due to the higher contrast borders. A multisection contiguous 2D acquisition will have errors associated with the shape of the section profile, which is less important in a 3D acquisition. The difficulty in ensuring that identical sections, necessary for 2D imaging, are acquired for each study is obviated by 3D imaging. Magnetic susceptibility is another source of error, especially around air-tissue interfaces. This error is reduced with use of the short echo time of 9. Patient motion is also a source of error. The data acquisition time of less than 4 minutes minimizes voluntary patient motion. Motion of the CSF is greatest in the fourth ventricle and the aqueduct, which appear in only a few sections in the coronal orientation and represent ventricles that do not contain a large portion of the total CSF ventricular volume (Table 3).

Sources of error in data analysis include potential inaccuracy of the border determined by the algorithm. Errors arising from the choice of regions x and y (Fig 1) by the operator were found to be 1% to 2% when tested in phantoms. Other sources of error included variations in the sampling regions chosen by the algorithm to determine background brain intensity (the region labeled B, based on the choice of x and y in Fig 1), variations in the regions chosen to represent pure CSF (regions labeled F in Fig 1), and manually drawn variations in the border, chosen when the automatically drawn borders need closure in order to outline a ventricular region accurately. This last error can occur around the third ventricle.

Fig. 3. A selected coronal image (A) from a 3D set of a human brain obtained using a customized, gradient-echo 3D pulse sequence (equivalent to the commercial SPGR sequence available from GE in the Signa version 4.7 software but with a longer minimum echo time) and the same image (B) segmented for ventricular volume measurement. Only the regions containing CSF are selected for the ventricular volume measurement once the border is drawn, although the brain is also outlined.
because of poor contrast between third ventricular CSF and quadrigeminal plate cisterns. These errors are all assessed by the intra- and interobserver variations calculated from the analysis of patient studies and are of an acceptable magnitude (coefficient of variation 2.3% and 7.8%, respectively, as shown in Tables 3 and 4).

Measurement of ventricular volume can be made accurately and rapidly with the described algorithm with minimal supervision.
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