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BACKGROUND AND PURPOSE: Vascular abnormalities, such as atherosclerosis and the growth and rupture of cerebral aneurysms, result from a derangement in tissue metabolism and injury that are, in part, regulated by hemodynamic stress. The purpose of this study was to establish the feasibility and accuracy of determining wall shear rate in the internal carotid artery from phase-contrast MR data.

METHODS: Three algorithms were used to generate shear rate estimates from both ungated and cardiac-gated 2D phase-contrast data. These algorithms were linear extrapolation (LE), linear estimation with correction for wall position (LE*), and quadratic extrapolation (QE). In vitro experiments were conducted by using a phantom under conditions of both nonpulsatile and pulsatile flow. The findings from five healthy volunteers were also studied. MR imaging-derived shear rates were compared with values calculated by solving the fluid flow equations.

RESULTS: Findings of in vitro constant-flow experiments indicated that at one or two excitations, QE has the advantage of good accuracy and low variance. Results of in vitro pulsatile flow experiments showed that neither LE* nor QE differed significantly from the predicted value of wall shear stress, despite errors of 17% and 22%, respectively. In vivo data showed that QE did not differ significantly from the predicted value, whereas LE and LE* did. The percentages of errors for QE, LE, and LE* in vivo measurements were 98.5%, 28.5%, and 36.1%, respectively. The average residual of QE was low because the residuals were both above and below baseline whereas, on average, LE* tended to be a more biased overestimator of the shear rate in volunteers. The average and peak wall shear force in five volunteers was approximately 8.10 dyne/cm² and 13.2 dyne/cm², respectively.

CONCLUSION: Our findings show that LE consistently underestimates the shear rate. Although LE* and QE may be used to estimate shear rate, errors of up to 36% should be expected because of variance above and below the true value for individual measurements.

Vascular disease occurs as a result of a derangement in cellular metabolism of the vascular wall and the inability of the vasculature to withstand the force that the flowing blood exerts on it. Cellular metabolism and morphologic features appear to be regulated in part by the mechanical forces exerted by the flow of blood (1–4). In addition, the patterns of flow near a vessel wall may determine how much interaction there is between the wall and blood-borne cellular elements (1). A complete description of the hemodynamics within a particular vessel or lesion requires knowledge of the geometry and mechanical properties of the vascular wall, the pressure, the viscosity and density of blood, and the pattern of blood velocities within the stream of flow (5–7). Knowledge of the pattern of velocity near the vessel wall and the force exerted on it may provide quantitative parameters for estimating the risk of progression of atherosclerosis, growth and rupture of cerebral aneurysms, and venous hypertension and hemorrhage associated with arteriovenous malformations (8–14). MR imaging and phase-contrast (PC) velocity measurements potentially provide vascular geometry and detailed measurement of blood flow velocities (15–17). With
these data in hand, only reasonable assumptions of blood density and viscosity are needed to be able to calculate the forces acting on the vessel wall (7). Previous studies have used MR imaging to measure pulsatile pressure gradients (18). In this feasibility study, we calculated another term in the equation describing the balance of hemodynamic force at the vascular wall; that is, shear stress. Shear stress is the drag on the vessel wall caused by the flow of blood down its length, and it has been implicated by a number of researchers as being an important physiological parameter for both the initiation and the promotion of vascular disease (1–3, 7–11). Because of the potential significance of shear stress, a number of other groups have used PC MR velocity data to measure it, primarily within large-caliber vessels such as the aorta (19–21).

Shear rate (γ) is the gradient or slope of the axial velocity (v) profile with respect to radial position (r), as shown in Figure 1A:

1) \[ \gamma = \frac{\partial v}{\partial r} \]

Shear stress (τw), the drag force exerted by the flowing blood on the vessel wall, is equal to the product of the shear rate at the wall and the viscosity of blood (μ) (7):

2) \[ \tau_w = \mu \gamma = \mu \frac{\partial v}{\partial r} \]

The purpose of this study was to investigate the accuracy and establish the feasibility of three different methods for calculating shear rate from PC MR data: linear extrapolation (LE), linear estimation with correction for wall position (LE*), and quadratic extrapolation (QE) (19, 22, 23). All three algorithms approximate the slope of the velocity
profile with respect to position along the radius of the vessel at a particular point; that is, the vessel wall (where velocity should be zero). Linear extrapolation, as the name implies, approximates the slope of the curve by assuming that it is a line. The two measured velocities near the wall are used to calculate the slope of the line assumed to pass through them. Similarly, QE consists of fitting a quadratic (containing a squared variable, in this case, radial position \( r^2 \)) or a parabolic curve to three points and then calculating the slope of this curve at the wall.

The feasibility of using the methods described was investigated by means of a series of experiments of progressively increasing complexity. The first, and simplest, experiment was the measurement of shear rate in nonpulsatile, laminar flow in a circular cylindrical phantom. Wall shear rate was then measured in the same phantom by using pulsatile flow and a physiological carotid artery flow waveform that was generated by using a computer-controlled flow simulator. Finally, the same analysis schemes were performed on PC data obtained from the cervical segment of the internal carotid artery of five healthy volunteers. The accuracy and precision of the measurements were analyzed.

**Methods**

**MR Measurements and Shear Derivations**

How PC velocity measurements in pixels at and adjacent to the vessel wall may be used to approximate the velocity gradient at the vessel wall is shown in Figure 1B–E, where \( v_1 \) is the velocity measured at the wall and \( v_2 \) and \( v_3 \) are the velocities measured in the adjacent pixels in the vessel (19, 22, 23). Determination of the velocity gradient from PC velocity estimates obtained at discrete locations (ie, pixels), however, introduces two sources of systematic errors. First, in regions where the velocity gradients are large, the PC measurements generally overestimate the true mean velocity within the pixel because of the nonlinear effects of intravoxel dephasing and blood saturation (24). This effect can be minimized by using small pixels. Second, velocity estimates from pixels that contain both vessel wall and flowing blood may be erroneous because of the differences in signal intensity and saturation between blood and wall tissue (25). This partial-volume effect error can be corrected by estimating the position of the vessel wall within the pixel that contains the interface between the vessel lumen and the wall. The LE* and QE algorithms attempt this correction, whereas the LE does not (19, 22, 23).

To approximate the wall shear rate, the LE method of assessment (Fig 1C) requires two velocity measurements, one obtained at, and the other near, the wall (\( v_1, v_2 \), respectively) (23)

\[
\gamma = \frac{v_2 - v_1}{\Delta r}
\]

An improved LE technique (LE*), developed by Oshinski et al (19), allows estimation of the vessel wall position within the pixel at the wall (Fig 1D). This wall position estimate (\( x \), where \( 0 < x < \Delta r \)) is determined by first estimating the velocity value at the pixel edge. \( v_h \) by averaging the velocity of the pixel at the wall and the adjacent pixel containing only flowing blood:

\[
\gamma = \frac{v_h}{x}
\]

By invoking the conservation of mass, the fraction of the edge pixel occupied by flowing blood may be shown to be

\[
x = \frac{2v_1\Delta r}{v_h}
\]

Assuming a linear velocity profile across the voxel containing the wall, an estimate for the velocity gradient at the wall after correcting for wall position is

\[
\gamma = \frac{v_2}{\Delta r} + \frac{\Delta r}{x}
\]

Additional adjustments to this expression were found to be necessary, primarily to account for the effect of noise on \( x \), particularly when \( x \) is less than 0.2 or greater than 1.0. For \( x < 0.2 \),

\[
\gamma = \frac{v_2}{\Delta r}
\]

and for \( x > 1.0 \),

\[
\gamma = \frac{v_2}{\Delta r}
\]

For QE (Fig 1E), the velocity gradient near the wall is assumed to be parabolic (25):

\[
v = ar^2 + br + c
\]

where \( a, b, \) and \( c \) are unknown constants. The shear rate at the wall is,

\[
\gamma = \frac{dv}{dr} \bigg|_{r = R} = 2aR + bR,
\]

where \( a \) and \( b \) may be derived algebraically using three velocity measurements (\( v_1, v_2, v_3 \)) obtained from the three pixels at and adjacent to the vessel wall (23) (\( R \) = maximal tube or vessel diameter).

**Flow Apparatus**

The experimental flow phantom consisted of a straight, cylindrical agar tube (radius \( R = 0.32 \) cm) surrounded by a solid block of agar (26). The phantom was specifically designed to ensure that no signal void is found at the interface between the tissue-mimicking material and the blood-mimicking fluid (ie, lumen wall interface). An absence of signal from the vessel wall, such as would occur in an acrylic or glass phantom, would cause unrealistic signals at the vessel-wall lumen interface and would thus confound assessment of shear rate measurements (21). A computer-controlled flow simulator (Shelley Medical Imaging Technologies, London, Ontario, Canada) was used to generate both nonpulsatile and pulsatile flow waveforms. Constant flow was generated at a rate of 5 mL/s, with an accuracy and precision of \( \pm 1\% \). A previously described physiological carotid waveform was also generated in the flow phantom, with an average flow rate of 1.7 mL/s (5.5 cm/s) and a peak systolic flow rate of 9.9 mL/s (32 cm/s) (27). A blood-mimicking fluid with density (1.0 g/cm\(^3\)) and viscosity (2.9 cP \pm 0.1 cP) similar to human blood was used in the apparatus. The MR relaxation rates of the tissue- and blood-mimicking materials are similar to conditions expected in vivo (27, 28). An ultrasonic transit-time probe (Transonics Systems, Ithaca, NY) was used to monitor the pulsatile flow waveforms.
Pulse Sequences

A cardiac-gated 2D PC pulse sequence was used to measure the axial component of flow velocity in the phantom and in the human subjects. All MR velocity data were acquired using a 2D PC technique on a 1.5-T MR unit, with imaging parameters of 40/3 (TR/TE), a flip angle of 25°, a 10-mm-thick slab oriented perpendicular to the vessel of interest, and a 256 × 192 acquisition matrix. The velocity-encoding value was 100 cm/s, and the reconstructed pixel dimensions were 0.7 mm × 0.7 mm × 10.0 mm. Measurements of pulsatile flow acquisitions were acquired using retrospective gating, so that 16 phases per cardiac cycle were reconstructed. To examine the effect of signal-to-noise ratio on the accuracy and precision of the shear rate estimates, a series of constant-flow experiments was repeated using different numbers of signal averages (sequences with one, two, four, eight, and 16 acquisitions). All other sequences had one acquisition. The same pulse sequence was used to scan the cervical segment of the internal carotid artery in five healthy volunteers. All human studies were conducted with a protocol approved by the institutional review board, and written informed consent was obtained from all volunteers before the study.

Calculated Wall Shear Rate Estimates

Wall shear rate estimates were calculated from the Navier-Stokes equations by using the volume flow rates and by applying suitable boundary conditions and simplifying assumptions. These assumptions included the following: that flow is laminar, that the fluid is Newtonian, and that the vessel is infinitely long and circular. The calculated shear rates were used as the standard against which the LE, LE*, and QE shear rate estimates were compared. A similar procedure has been used previously to assess the accuracy of velocity profiles in pulsatile flow obtained with PC MR imaging (28). For nonpulsatile flow in a straight circular tube, the wall shear rate can be related to the average velocity, \( \bar{v} \), if the fluid viscosity and density are known (7). For the constant laminar flow, the velocity distribution in a straight tube is parabolic,

\[
\nu(r) = 2\pi \left(1 - \frac{r^2}{R^2}\right).
\]

The shear rate at the tube wall is, therefore, given by

\[
\gamma = \frac{d\nu}{dr} = -\frac{4\bar{v}}{R}.
\]

For pulsatile flow, the Womersley formulation of the Navier-Stokes equation must be used to numerically determine shear rate, again assuming that the vessel walls are rigid (29, 30). Given a time series of average velocities, \( \bar{v}(t) \), the time-varying shear rate at the wall can then be calculated using the procedure described by Frayne et al (28). The time series of average velocities was obtained using both PC MR data and, for some of the in vitro experiments, an ultrasonic flow probe. Briefly, this procedure consisted of expressing \( \bar{v}(t) \) as a Fourier series,

\[
\bar{v}(t) = \sum_k V_k \cos(k\omega_0 t + \theta_k),
\]

where \( V_k \) and \( \theta_k \) are the Fourier coefficient and phase of the \( k \)-th harmonic, and \( \omega_0 \) is the fundamental frequency. The velocity profile, \( v_k(r, t) \), for each harmonic \( \{V_k \cos(k\omega_0 t + \theta_k)\} \) is found by using Womersley’s solution to the Navier-Stokes equation. All velocity profiles are summed to obtain the overall velocity profile for the \( \bar{v}(t) \) flow waveform,

\[
v(r, t) = \sum_k v_k(r, t).
\]

The derivative of this expression is then obtained and evaluated at the wall (\( r = R \)) to determine the wall shear rate.

Data Analysis

To aid in the analysis of PC MR velocity data, a software tool was developed on a workstation (Sparc 10; Sun Microsystems, Sunnyvale, CA). The tool consisted of two components: the first part allowed pixels at the vessel wall to be identified, and the second part calculated the shear rate at these locations. In initial experiments, vessel edge detection was optimized by first displaying the complex differences of the MR data acquired with opposite flow encodings for a series of pixels traversing the vessel. Later, this step was abandoned, and edge detection was accomplished by having the operator move the cursor over the magnitude image and manually identify the edge pixels. With suitable operator training, both approaches yielded the same results.

Shear rate was calculated near four edge pixels located at the four cardinal positions around the circumference of the vessel (denoted left, top, right, and bottom). The tool allowed shear rates to be estimated using velocities obtained from the pixel at the wall as well as from either one (LE and LE*) or two (QE) adjacent pixels within the vessel. Because of the circular symmetry of both the phantom and the cervical segment of the internal carotid artery, the shear rate measurement was averaged over the four measurements obtained around the circumference of the vessel. This process was repeated for data sets obtained for each cardiac phase, both in the pulsatile flow phantom experiments and in the human studies.

Statistical analysis of the constant-flow wall shear rate measurements was performed using a repeated measures analysis of variance test. Post-hoc analysis (Fisher protected least squares difference) on the overall number of acquisitions was also performed. The statistical significance of differences between the three algorithms and the calculated shear rates in the volunteers was accomplished using a post-hoc analysis (31).

Results

In Vitro Experiments

The results of the in vitro constant-flow experiments are shown in Figure 2 for different numbers of signal averages. The accuracy of the measured shear rates calculated with all three methods tended...
to improve with more signal averaging. At one, two, and four acquisitions, the variance of measurements derived from LE* was approximately four times greater than that for LE or QE. The variance of LE* measurements, however, dropped dramatically at eight and 16 acquisitions to the range of the LE and QE variance. Post-hoc analysis indicated that none of the QE measurements were significantly different from one another. LE tended to consistently underestimate shear rate regardless of the number of acquisitions, whereas LE* and QE tended to more closely approximate the predicted value.

The results of the in vitro experiments, which used a physiological carotid flow waveform, are shown in Figure 3. Figure 3A is a plot of the average velocity waveform, $\bar{v}(t)$. Close correspondence was found between the average velocity measured with an ultrasonic flow probe and that measured with PC MR imaging. At each point of velocity measurement in the cardiac cycle, a near coincidence of the MR measurement and the flow waveform was synthesized from the inverse Fourier transform, because, for these points, the waveform is an exact solution. The decomposition of $\bar{v}(t)$, the average velocity over the vessel lumen measured by MR imaging, into a series of Fourier harmonics is shown in Figure 3B. Each harmonic results in a velocity profile, which when summed over all harmonics, results in the velocity profile, $v(r,t)$ (Fig 3C). Shear rate can then be derived by calculating the spatial derivative of these profiles at the vessel wall (Fig 3D).

The results of shear rates obtained by using LE, LE*, and QE in the in vitro phantom pulsatile flow experiments as compared with those obtained with the ultrasonic flow probe are shown in Figure 4. Shear rates derived from the Womersley equation
were calculated by using both the PC MR data and the ultrasonic flow probe estimates of \( \vec{v}(t) \) and were found to have a reasonable correspondence. However, it is evident that the greatest error occurred during peak systole, reflecting the decreased accuracy of retrospectively gated PC MR imaging in measuring rapidly changing velocities (32). The root mean squared discrepancies between the LE, LE*, and QE results as compared with the shear rates calculated from the data in Equation 12 were 45.5 s\(^{-2}\), 13.4 s\(^{-2}\), and 16.9 s\(^{-2}\), respectively. The maximum deviations were 115 s\(^{-2}\), 44.4 s\(^{-2}\), and 33.4 s\(^{-2}\), respectively. An estimate of the accuracy of these measurements may be determined by expressing the root mean squared differences as a percentage of the time-averaged wall shear rate calculated from Equation 12. The quotients for LE, LE*, and QE were 59%, 17%, and 22%, respectively. Analysis of variance of the residual LE, LE*, and QE measurements determined a significant difference between LE and baseline \((P < .0001)\), whereas LE* and QE did not differ significantly from baseline \((P = .89\) and \(P = .13\), respectively). Mean residuals indicated that LE* most closely matched the baseline (mean residual = 10.5 s\(^{-1}\), standard error [SE] = 3.4 s\(^{-1}\)), although QE did not differ significantly (mean residual = 10.5 s\(^{-1}\), SE = 3.4 s\(^{-1}\)), and LE consistently underestimated shear rate (mean residual = -32.0 s\(^{-1}\), SE = 13.8 s\(^{-1}\)).

**Discussion**

The dynamic forces that flowing blood exerts on the vasculature are important in the initiation and progression of atherosclerosis, the growth and rupture of saccular aneurysms, and the cerebral dysfunction and hemorrhage associated with arteriovenous malformations (1–4, 8–14). The ability to measure and to monitor these forces in a noninvasive manner would contribute significantly to our understanding of these conditions. Furthermore, such measurements could lead to a set of parameters used to stratify the risk that these lesions pose to individuals because of the forces acting on the living vascular wall (13). This study was undertaken as a step toward further development of a practical technology of the noninvasive measurement of
hemodynamic stress in clinically encountered cerebrovascular lesions. Findings of previous studies have established the relationships between the distribution and severity of carotid bifurcation atherosclerosis. Zarins et al compared the shear stress in steady flows within casts of autopsy specimens, revealing that early lesions occur principally in regions of flow separation, low wall shear stress, and departure from unidirectional flow (9). Ku et al reported that plaques tend to form in areas of low shear stress and that oscillations in the direction of wall shear stress may enhance atherogenesis (8). Both these studies used in vitro laser Doppler velocimetry. Doppler sonography has previously been used to study the hemodynamics of the carotid bifurcation (33). The aortic bifurcation has been extensively studied as a model of atherogenesis near arterial bifurcations and fusiform aneurysm formations (34, 35). Two previous studies have used MR imaging for the noninvasive measurement of wall shear stress within the living human aorta (19, 20). To our knowledge, this is the first report of the use of shear measurements derived from MR imaging velocity measurements to study carotid artery wall shear stress.

Lou et al point out that an instrument well suited for the measurement of shear stress should have a high spatial resolution close to the vessel wall and a high-frequency response for measuring shear rates in pulsatile flows (23). In addition, the instrument should not disturb the flow. Certainly, MR imaging meets the third criterion but only marginally fulfills the first two. Several simplifying conditions and assumptions were introduced into the experiment and analysis regarding geometry, viscosity, and vessel wall compliance. Measurements
were obtained in the straight portion of the cervical internal carotid artery to avoid the necessity of using more sophisticated finite-element computational algorithms to calculate the expected value of wall shear stress in the complex geometry of diseased arteries. The calculated shear values assume rigidity of the arterial wall, which in reality is viscoelastic. Although the deformable nature of the vessel may be important in pressure wave propagation, the effect on local velocity profile and wall shear stress is relatively small (35). Since the diameter of the carotid artery is large compared with the diameter of the red blood cell, the assumption of Newtonian viscosity should not introduce a large error in calculating velocity profiles and shear rates in comparison with in vivo measurements (35). In this study, we have addressed errors incurred in using a 2D PC technique and have investigated the errors involved in the analysis of the MR data using LE-, LE*-, and QE-processing algorithms. For these methods, the principal sources of systematic errors are the finite spatial and temporal resolutions of the MR imaging flow measurements. The finite spatial resolution leads to a nonlinear averaging of the velocity measurement across the pixel and also to uncertainty in locating the vessel wall relative to the image matrix (25). Both of these effects are important, because measurement of the shear rate depends on the ability to accurately and simultaneously observe the velocity of flowing blood near the wall as well as the position of the wall itself. Thus, to obtain an accurate approximation of the wall shear rate, a measurement of the velocity profile near the wall must be obtained or estimated with high accuracy. Each of the three methods used for calculating the wall shear rate attempts to overcome, to varying degrees, these sources of errors. LE is the simplest scheme. No correction for wall position is made, and it is assumed that a linear velocity profile exists near the wall. In comparison, when LE* is used, an attempt is made to correct for wall position within the appropriate pixel; however, it is still assumed that a linear velocity profile exists near the vessel wall. Calculations using the QE method assume that a parabolic velocity profile exists, thereby inherently estimating the wall position when \( v = 0 \). This method requires that velocity estimates be obtained at three positions, which may lead to spatial averaging. Limitations of finite temporal resolution also affect the accuracy of shear estimates. If retrospectively gated PC data are used, as it was in these experiments, then the measured MR flow waveform does not follow all the features of the true waveform (32) (Fig 4).

Random errors are introduced in calculations obtained with all techniques, simply because the underlying PC velocity data contain noise. For those pixels that contain only a small amount of flowing blood, only a small phase shift is produced, and this may then be obscured by noise. It thus becomes difficult to identify the pixel that contains both vessel lumen and vessel wall. In other words, because of the very slow flow immediately adjacent to a vessel wall, the small signal that this flow imparts to the PC velocity data, and the inherent noise in the PC technique, the pixel chosen as the one that contains both lumen and wall may actually lie within the vessel lumen. In addition, our consideration of relative wall and pixel is one-dimensional, whereas, in reality, it is a two-dimensional problem; that is, measurements are obtained within square pixels superimposed onto a larger circular cross section.

The velocity-encoding value of 100 cm/s was chosen for our in vitro experiments on the basis of preliminary experience in acquiring in vivo data to avoid aliasing and because of the need to unwrap the phase-difference velocity measurements, which is cumbersome to achieve in practice. At the low flow rates chosen to remain well within the laminar range, the relatively high velocity-encoding value would tend to reduce the signal-to-noise ratio and thus increase the SD of our in vitro measurements. We attempted to minimize all errors by estimating shear rate at the four cardinal positions of the vessel.

The results of shear measurements for constant flow in a straight tube indicate that the accuracy of calculations obtained with the LE and QE techniques is insensitive to the number of acquisitions. Since calculations obtained with the LE* method are more sensitive to the noise effects discussed above, accuracy with this method tends to improve as the number of acquisitions increase. The velocity and wall shear calculations for pulsatile flow in the phantom experiments indicate a close, but imperfect, correspondence between those derived from the independent measurements (ultrasonic flow probe) and the data obtained by MR imaging.

In previous reports, LE has been shown to systematically underestimate wall shear stress (22, 23). LE* was shown to systematically overestimate wall shear stress in this study. The reason for this is not clear but is likely tied to the pixel size relative to the vessel diameter (5 to 10 mm in this study, vs >25 mm in previous studies [19, 20]). QE measurements were shown not to differ significantly from the predicted values, whereas the LE* measurements did, although the standard errors of the LE* and QE measurements were similar. This is because the LE* measurements tended to more consistently overestimate the predicted value, whereas the QE values varied more evenly above and below the predicted values.

**Conclusion**

Our results establish the feasibility of deriving fairly accurate wall shear rates in the carotid artery using PC MR data. The QE algorithm appears to be the most accurate of the three that were tested, although the variability of individual measurements using the LE* and QE methods is fairly high. Useful results were obtained in a single acquisition us-
ing QE. These results support further efforts to develop techniques for the noninvasive measurement and mathematical simulation of the hemodynamic forces of blood flow in cerebrovascular disease.
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