
ONLINE APPENDIX

Machine Learning Approach
SVM is a popular supervised learning algorithm for classification
and regression.1 SVM has proved powerful for several medical
imaging applications.2,3 Given labeled training data, the algo-
rithm finds a hyperplane that maximally separates the classes.
SVM uses kernels to make the separating hyperplane nonlinear.
The trade-off between performance on the training data and the
test data is regulated by the hyperparameter C.

One of the limitations of SVM is that it may not produce
accurate results because of its simplicity and multicollinearity.
Ensemble learning is a way to boost the performance of simple
learning algorithms. Ensemble learning relies on training a large
number of weak models and then combining them to generate a
strong model. The most frequently used weak learners are deci-
sion tree models. Random forests consist of creating many copies
of training data and then applying the weak learner to each copy
to create multiple weak models and then ultimately combining
them. Using multiple samples of the original dataset, RF reduces
the variance of the final model.4 Another effective ensemble algo-
rithm is gradient boosting.5 In this, we train consecutive trees to
fix the errors of the current model and add this new tree to the
existing model. The number of trees and the depth of trees are
the hyperparameters in GB. Boosting reduces the bias instead of
the variance, causing overfitting issues.5

Proposed Convolutional Network
Online Fig 1 contains the architecture of the proposed CNN. The
proposed network consists of 4 convolutional blocks and 3 dense
blocks. Each convolution block consists of a convolutional layer
with filter size 3, followed by batch normalization (BN), Rectifier
Linear Unit (ReLU) activation, and max pooling. ReLU has several
advantages, including stable gradients at the extreme values of opti-
mization.6 Stacking convolutional and nonlinear activation func-
tions allows a CNN to model higher order complex feature
representation. Feature maps are down-sampled from the previous
layer using max pooling. Batch normalization was used after each
convolution and dense layer to limit drift of layer activations dur-
ing training.7 Drop-out of 0.5 was applied to all fully connected
layers to limit overfitting and add stochasticity to the training pro-
cess.8,9 The number of channels for each convolution layer was
considered to be 32. The number of neurons in the dense layer was
32, 16, and 4. Softmax was used as the activation function in the
last layer because it is a multiclass classification problem. Cross-en-
tropy was the taken as the loss function, and accuracy was used as
the metric. Training was implemented using the Adam optimizer,
an algorithm for first-order gradient-based optimization of sto-
chastic objective functions, based on adaptive estimates of lower-
order moments.10 Parameters were initialized using the method
developed by He.11 Training was performed with a minibatch size
of 64 for 30 epochs. Keras with backend as TensorFlow (https://
www.tensorflow.org/api_docs/python/tf/keras/backend) was used

for implementation.12 Experiments were performed on a single
NVIDIA GeForce GTX Titan X (https://www.nvidia.com/en-us/
geforce/graphics-cards/geforce-gtx-titan-x/).

Online Fig 2 illustrates how each dataset was preprocessed.
The segmentation masks obtained after preprocessing are used
to extract section-by-section images of the tumor from all the
modalities, with each section being 150 � 150. Most vote was
used to determine the grade of the tumor. The detailed split of
the data is given in the Online Table. The hyperparameters of the
network were chosen on the basis of the validation data. Data
augmentation was performed by rotating the section at a random
angle and horizontal/vertical flipping to balance the dataset.
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ONLINE FIG 2. Preprocessing. Acquired images were resampled to 1-mm isotropic resolution using BrainSuite;13 then, registration was per-
formed on the resampled images using FSL.14 The registered images were skull-stripped with the BrainSuite toolbox;13 then, segmentation was
performed using the network proposed by Wang et al15 to extract the tumor from all the input multicontrast images.

ONLINE FIG 1. Proposed multichannel CNN architecture for feature extraction. There are 4 convolutional layers and 3 densely connected
layers. The network’s input is 2D (150� 150), with each channel corresponding to a section in the multicontrast image, and the output is the deci-
sion that the patient belongs to a particular grade. The details of the convolutional block are shown in the lower right, with each block consist-
ing of convolution, batch normalization (BN), and Rectifier Linear Unit (ReLU) activation, followed by pooling. CONV indicates convolution; FC,
fully-connected.

Online Table: Data split into training, validation, and testinga

Grade Training Validation Testing
I (11, 17) (3, 7) (3, 3)
II (41, 100) (9, 27) (9, 17)
III (32, 119) (7, 38) (7, 27)
IV (79, 204) (18, 48) (18, 53)

a The first and second integers in the parentheses correspond to the number of
patients and the number of scans, respectively. The splitting of data was per-
formed on the number of patients.
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