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Susceptibility-weighted imaging (SWI) is a new means to enhance contrast in MR imaging.¹⁻⁵⁻⁶ Until recently, with the exception of phase being used for large-vessel flow quantification or for use in inversion recovery sequences, most diagnostic MR imaging relied only on the reading of magnitude information. The phase information was ignored and usually discarded before even reaching the viewing console. Phase images, however, contain a wealth of information about local susceptibility changes between tissues,¹,²,²⁶,⁵⁷⁻⁶³ which can be useful in measuring iron content²⁶ and other substances that change the local field. The effects of other background magnetic fields presented a major problem by obscuring the useful phase information. Hence, for nearly 20 years, phase information in flow-compensated sequences went essentially unused as a means to measure susceptibility in clinical MR imaging.

In 1997, we developed a means to remove most of the unwanted phase artifacts and keep just the local phase of interest.³ This set the stage for discovering other aspects of susceptibility imaging and even hinted at the future direction of susceptibility mapping.²⁶ We began to see different types of contrast in the SWI filtered phase images for different diseases. To make the information more accessible to radiologists, though phase and magnitude images separately are also critical pieces of information, we combined the phase and the magnitude information and thus created a new susceptibility-weighted magnitude image, which today is referred to as SWI.²² This new pair of images (the SWI filtered phase data and the merged SWI magnitude data) is now available on at least 1 major manufacturer’s systems (Siemens Medical Systems), though it took almost 10 years to see the actual implementation of this approach in a clinical setting around the world. Many technical developments take years to leave the research environment and become part of standard radiology applications. This has been true for perfusion imaging, diffusion tensor imaging, magnetization transfer imaging, and also for SWI. The common feature of these methods is that they originated as good scientific ideas; they were simulated at first and then tested on phantoms, on volunteers, and finally on a few patients with the appropriate institutional review board approvals from the local institution where the research took place. These methods became scientifically adopted on a larger scale once they showed how clinically capable they were. If successful, the National Institutes of Health would grant funds for broader testing of these methods. Finally, with proof of the value of the method in place and with a stable software package, it would be possible for hundreds of institutions to begin using these methods for diagnostic purposes. However, even then, the final goal will not have been achieved. The method would still need to be adopted in a broad clinical environment and then executed as a standard “neuroprotocol” on a clinical platform. Once the latter step has taken place, the method should eventually be adopted by the radiology community as a whole and become part and parcel of conventional educational courses offered at radiology meetings for accreditation. Only then could we say that a method is fully incorporated into the international radiology routine.

In this review, we summarize the motivation behind SWI, the concepts that led to its discovery, the optimal parameters to use, and the interpretation of the SWI processed data and phase images; and we conclude by discussing the technology in use today, the postprocessing, and future directions of SWI research.

MR imaging has already an overabundance of different approaches for investigational anatomic, functional, and metabolic imaging. Each method focuses on a new issue, such as the delivery of blood to the tissue in perfusion-weighted imaging or molecular motion along a fiber track in diffusion tensor imaging. The susceptibility information is an adjunct to what is available with conventional spin density, T₁-, and T₂-weighted imaging methods. SWI offers information about any tissue that has a different susceptibility than its surrounding structures such as deoxygenated blood, hemosiderin, ferritin, and calcium. There are numerous neurologic disorders that can benefit dramatically from a very sensitive method that monitors the amount of iron in the brain, whether in the form of deoxyhemoglobin, ferritin, or hemosiderin. Such diseases and conditions include, but are not limited to, aging, multiple sclerosis (MS), stroke, trauma, vascular malformations, and tumors. There is no doubt that as SWI becomes more broadly accepted, we will see many new applications develop because of the astute observations of clinical researchers and the wide acceptance of the optimal parameters to use, and the interpretation of the SWI processed data and phase images; and we conclude by discussing the technology in use today, the postprocessing, and future directions of SWI research.
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availability of information for the whole spectrum of neurologic diseases seen on a daily basis in the clinical setting.

**Gradient-Echo Imaging**

Historically, data were first collected with a free induction decay. The concept of a spin-echo was invented only when it was seen that local field inhomogeneities had caused dramatic signal intensity loss. For some time, the spin-echo approach was the mainstay of clinical MR imaging for resistive machines. Not long after the appearance of superconducting systems on the market, gradient-echo imaging came back to life because the field uniformity in these systems was markedly better (and has continued to improve during the last 20 years). People quickly realized that they could eliminate most artifacts in magnitude images by running the gradient-echo scans with short TRs in sequences like magnetization-preparation rapid acquisition of gradient echo (MPRAGE). This high-bandwidth sequence had little distortion and offered excellent T1 contrast (and presented a good method to collect T1-weighted data even at 3T). Longer TRs were used in 2D gradient-echo imaging but with fairly thick sections, usually 3 or 4 mm. The TRs were often chosen to be 15, 20, or rarely 25 ms because of the signal-intensity loss associated with rapid phase changes across a voxel. Imaging with longer TRs, while maintaining image quality, was only possible with 3D gradient-echo imaging. Once this was recognized and resolutions on the order of ±1 mm were realized with a sufficient signal intensity-to-noise ratio (SNR), the ability to look at hidden information in phase data became possible. Thus, the stage to study susceptibility effects was set in 1997. To appreciate the basic elements of SWI, we must first review the basic gradient-echo sequence design on which it is based.

In MR imaging, it is necessary to create some transverse magnetization first. This can be accomplished by using a transmit coil to produce a radio-frequency (rf) pulse which tips the longitudinal magnetization (M₀) partially or completely into the transverse plane. The rf pulse is applied at the Larmor frequency, ω = γB₀. If M₀ is rotated an angle θ about the x-axis, it will create a component along y that will be picked up by a receiver coil. The data are then encoded in both the phase- and partition-encoding directions (γ and z, respectively, for a transverse acquisition), while a dephasing gradient is applied in the readout direction. The read gradient is then turned on and the data are sampled. After this, the remnant signal intensity is further dephased, and rf spoiling is applied by varying the axis about which the rf is applied so that no transverse magnetization remains before the next rf pulse. All this is shown pictorially in Fig 1. The magnitude signal-intensity response for this rf-spoiled short-TR gradient-echo sequence is given by

\[
\rho(\theta) = \rho_0 \sin\theta e^{-\gamma g \Delta B \gamma \Delta B / 2} e^{-\gamma g \Delta B \gamma \Delta B / 2}
\]

where \(\rho_0\) is the tissue spin density, TR is the repeat time of each data acquisition, T1 is the tissue longitudinal relaxation time, and \(\theta\) is the angle by which the magnetization is tipped (usually called the flip angle). A signal-intensity behavior example is given for white matter, gray matter, and CSF for 1.5T and 3T (Fig 2 and Table 1). The full signal-intensity response is given by (for a right-handed system)

\[
\rho(\theta) = \rho_0 \sin\theta e^{-\gamma g \Delta B \gamma \Delta B / 2} e^{-\gamma g \Delta B \gamma \Delta B / 2}
\]

where \(\Delta B\) represents the local field deviation caused by iron, for example, and \(\gamma\) is the gyromagnetic constant, which is equal to \(2\pi \times 42.58 \text{ MHz/T}\) for protons. This can be rewritten as

\[
\rho(\theta) = \rho_0 \sin\theta e^{-\gamma g \Delta \chi \gamma \Delta B / 2} e^{-\gamma g \Delta \chi \gamma \Delta B / 2}
\]

where \(g\) is a geometric factor, \(\Delta \chi\) is the difference of the local magnetic susceptibility of the tissue of interest from its surroundings, and \(B_0\) is the field strength. Starting with the Larmor equation

\[
\omega = \gamma B_0
\]

the expression for phase is

\[
\phi = \omega t
\]

The change in phase between 2 tissues after a period of time, TE, can then be written as

\[
\Delta \phi = \Delta \omega \gamma B_0
\]

so that

\[
\Delta \omega = \gamma \Delta B \text{ and } \Delta B = g \Delta \chi B_0
\]

All of \(\Delta B\), \(\Delta \chi\), and, therefore, \(\Delta \phi\) are dependent on the local tissue susceptibility.

**Magnetic Susceptibility**

Magnetic susceptibility is defined as the magnetic response of a substance when it is placed in an external magnetic field. When an object is placed inside a uniform magnetic field, the induced magnetization, M, is given by

\[
M = \chi H
\]

where
9) \[ H = B / \mu_0 - M \]
and \( \chi \) is the magnetic susceptibility relating \( M \) and \( H \). We can also write

10) \[ B = \mu H, \]
where \( \mu = \mu_0 \mu_\text{R} \) is the permeability in vacuum, \( \mu_\text{R} \) is the relative permeability, and \( H \) the magnetic field (\( B \) is the induced magnetic field). Using the relative permeability as

11) \[ \mu_\text{R} = 1 + \chi, \]
we find

12) \[ M = \chi B / \mu_\text{R}, \]
For linear materials with \( \chi \ll 1 \), we find

13) \[ M = \chi B / \mu_0, \]
and it becomes clear that the induced magnetization is directly proportional to the main field and the magnetic susceptibility. Each tissue or substance behaves somewhat differently in a magnetic field. For the purposes of this review, we shall consider only diamagnetic and paramagnetic substances. Diamagnetic substances have \( \chi < 0 \). For example, calcium in the body tends to be in the form of calcium phosphates such as \( \text{Ca}_3(\text{PO}_4)_2 \) and is diamagnetic. On the other hand, paramagnetic substances (ie, most iron-based materials or tissues) have \( \chi > 0 \). For example, deoxygenated blood has \( \Delta \chi \approx 0.45 \text{ ppm} \) in SI units, relative to surrounding tissue. Moreover, iron-containing proteins, like ferritin and hemosiderin, tend to have varying susceptibilities depending on the amount of sequestered iron within the protein. Typically, on the basis of phase measurements from 75 subjects,\(^6\) approximately a \( \Delta \chi = 0.21 \text{ ppm} \) in SI units with respect to CSF, corresponds to 60 \( \mu \text{g} \) of iron (Fe) per gram of tissue (although this may under-estimate the amount of Fe by a factor of 5). The susceptibilities of most biologic tissues\(^7\) tend to be \( < 10^{-4} \). However, all forms of iron may not be visible with MR imaging if \( \Delta \chi = 0 \) for that substance. This can happen if the iron is shielded by other elements such as oxygen. For a more detailed description of the different forms of magnetism see Schenck\(^7\) and Saini et al.\(^7\)

**Geometry Effects**

The induced magnetization (owing to its susceptibility) in an object within a uniform external magnetic field distorts the uniform field outside the object. The spatial distribution of this deviation in the external applied field is a function of the geometry of the object.\(^7\) The local field deviation inside and around an object is of interest because it gives rise to local phase differences in MR imaging. When discussing the effects of geometry on local field variations, we usually neglect the background field and assume that \( \chi \ll 1 \). For a cylinder making an angle \( \theta \) to the main field, the effect on the field inside the cylinder is given by

14) \[ \Delta B_{\text{in}} = \Delta \chi B_0 (3 \cos^2 \theta - 1) / 6 + \chi B_0 / 3, \]
which includes the Lorentzian sphere term. We have used \( \Delta \chi = \chi_i - \chi_o \). Here, \( \chi_i \) and \( \chi_o \) are the susceptibilities inside and outside the cylinder, respectively. Generally, when we are looking at changes in local tissue fields, the final term \( \chi B_0 / 3 \) no longer plays a role because it is a constant common both inside and outside the object. If we write

15) \[ \Delta B_{\text{in}} = g_{\text{m}} \Delta \chi B_0, \]
we have

16) \[ g_{\text{m}} = (3 \cos^2 \theta - 1) / 6. \]
For blood vessels in particular, we have

17) \[ \Delta B_{\text{in}} = \Delta \chi_{\text{do}} B_0 (3 \cos^2 \theta - 1) / 6, \]
where

18) \[ \Delta \chi_{\text{do}} = 4 \pi A (0.18 \text{ ppm}) \text{Hct}(1 - Y). \]

Here, \( A \) is a constant to be determined by the absolute susceptibility of blood in vivo, Hct is the hematocrit, and \( Y \) is the oxygen saturation. Practically, the choice of \( A \) depends on the value of \( Y \) in vivo: with \( A = 1 \), then \( Y = 0.55 \), whereas with \( A = 1.5 \), then \( Y = 0.70 \).\(^7\)}
The field outside is more complicated and is given by

\[ \Delta B_{\text{out}} = \Delta \chi_{\text{ls}} B \sin^2 \theta \cos(2\Phi) a^2/(2r^2), \]

where \( a \) is the radius of the blood vessel, which is assumed as a long cylinder intercepting an angle \( \theta \) with the main field, \( r \) is the distance perpendicularly from the axis of the cylinder to the position, and \( \Phi \) is the angle between the vector \( r \) and the projection of the main field direction onto a plane perpendicular to the axis of the vessel. The constant term, \( \chi_{\text{ls}} B / 3 \), has been dropped in equation 19.

For more complicated structures, the expressions for magnetic field variations around the object are not so straightforward. The key point is that susceptibility differences between 2 adjacent structures lead to a spatial field deviation within and around them, which is a function of their geometries. Following equation 6, this field deviation in turn leads to local phase changes in the MR phase images. However, phase images contain information about all magnetic fields, microscopic and macroscopic. The former may be from small amounts of local iron deposits, for example, whereas the latter consists of field changes caused by the geometry of the object, such as air/tissue interface effects, and by inhomogeneities in the main magnetic field. With all these properties brought together, the phase should be written as

\[ \varphi = -\gamma (\Delta B_{\text{local geometry}} + \Delta B_{\text{ls}} + \Delta B_{\text{global geometry}} + \Delta B_{\text{main field}}) TE. \]

All these terms are a function of the spatial location. The first term contains the local field changes of interest. The second term represents a chemical shift effect and causes changes of the form

\[ \Delta B_{\text{ls}} = -\sigma B_0, \]

where \( \sigma \) represents the chemical shift. The difference between chemical shift and the first term in equation 20 is that chemical shift has no geometry dependence but is more of a point field change.22 The last 2 terms create artifacts and are not of interest. They tend to have a low spatial-frequency dependence (the phase varies slowly over the image) and, for this reason, can be removed with a high-pass (HP) filter.60

Creating Susceptibility-Weighted Filtered-Phase Images

First, an HP filter is applied to remove the low-spatial frequency components of the background field. This is usually done by using a 64 \( \times \) 64 low-pass filter divided into the original phase image (eg, an image with a matrix size of 512 \( \times \) 512) to create an HP-filter effect. The end result is the HP filter. Specifically, the HP-filtered image is obtained by taking the original image \( \rho(r) \), truncating it to the central \( n \times n \) complex image \( \rho_n(r) \), creating an image by zero-filling the elements outside the central \( n \times n \) elements, and then complex dividing \( \rho(r) \) by \( \rho_n(r) \) to obtain a new image.

\[ \rho'(r) = \rho(r)/\rho_n(r), \]

which has most of the bothersome parts of the terms \( \Delta B_{\text{global geometry}} + \Delta B_{\text{main field}} \) removed (Fig 3).

Once we have a pristine phase image with the background field changes removed, the door is open to differentiate one type of tissue from another, depending on their susceptibilities. This may be particularly useful at high field because the T1 difference between tissues begins to decrease, but any changes in susceptibility remain the same. Figure 4 shows an example of a T1-weighted image compared with the gradient-echo magnitude and phase data. Here we see that the gray matter, especially in the motor cortex area—the central sulcus—is clearly delineated in the phase image because of its iron content. Figure 5 shows an example of a phase image in the midbrain.

Marrying Magnitude and Phase Images to Create Magnitude SWI Data

Although HP-filtered phase images themselves are quite illustrative of the susceptibility contrast, they are influenced by both the intratissue phase (from \( \Delta B_{\text{ls}} \)) and the associated extratissue phase (from \( \Delta B_{\text{out}} \)), which can impair the differentiation of adjacent tissues with different susceptibilities. Hence, the “phase mask” is designed to enhance the contrast in the original magnitude image by suppressing pixels having certain phase values. Magnitude and phase data are brought together as a final magnitude SWI dataset by multiplying a phase mask image into the original magnitude image.22

The phase mask is designed to be a number between zero and 1. When there are no phase characteristics that we want to
enhance, the phase mask is set to 1. Otherwise, the phase mask is designed to suppress the signal intensity in areas where the phase takes on certain values. For example, if the phase of interest is negative, the mask is designed as

$$f(x) = \frac{[\pi + \varphi(x)]}{\pi} \quad \text{for} \quad -\pi < \varphi(x) < 0$$

$$= 1 \quad \text{otherwise},$$

where $\varphi(x)$ is the phase at location $x$. The phase mask can be applied any number of times to the original magnitude image $\rho(x)$ to create a new image,

$$\rho^n(x) = f^m(x)\rho(x)$$

with a different contrast. The number of phase mask multiplications is chosen to optimize the contrast-to-noise ratio of the SWI image. This mathematical masking process is illustrated in Fig 6 and with a specific example from a 1.5T dataset shown in Fig 7.

A simple mathematical model can be built to estimate the value of $m$ (from Equation 24).30 The number of multiplications needed for a phase $\geq 0.3\pi$ is $\leq 4$. For a phase $< 0.3\pi$, a value of $m \geq 4$ should be used. However, choosing $m = 4$ for a phase of $0.1\pi$ or $\pi$ causes $\leq 25\%$ reduction in visibility in either case, suggesting that $m = 4$ is a good compromise if one is limited to just 1 representative SWI dataset. Of course, $m$ can be varied to produce a series of SWI data that can be used in a diagnosis. After this processing, the data are often viewed by using a minimum intensity projection (mIP) over $\geq 4$ images. Clinically, 4 sections are the current common display, though showing a projection over 10 sections can be useful to visualize a larger coverage of the venous drainage system in a given area. Figure 8 shows projection data over the original magnitude images and the SWI processed images. One can also present the data as a sliding mIP, which means that one starts with the original series of images and mIPs over 4, moves to the next original image and mIP over 4 again so that a series of 64 images now becomes a series of 61 mIP images.

Furthermore, combining phase and magnitude information ensures the detectability of signal-intensity changes coming from both T2 and susceptibility differences between tissues. The existence of a phase difference does not necessarily lead to a T2* effect (uniform phase causes no T2* decay), so these 2 sources of information complement each other. Also, suppressing the veins fully helps to create a clear distinction

Fig 4. Short-echo T1-weighted image (A), compared with the SWI long-echo gradient-echo processed magnitude (B) and HP-filtered phase data (C).

Fig 5. A, HP-filtered phase image in the midbrain acquired at 4T with TE = 15 ms. B, India ink-stained cadaver brain section showing a strong correspondence to variations in signal intensity as seen with SWI HP-filtered phase.
between veins and arteries (Fig 7D–F). Therefore, we see that both magnitude and phase information are essential for proper tissue characterization, hence their marriage to create an SWI processed image.

**Advanced Phase Processing**

The HP-filtering method described earlier is quite successful in removing the spatially slowly varying phase effects that obscure the local intertissue phase differences of interest. However, apart from removing the spatially slowly varying background field effects, the HP filter (depending on filter size) also removes some of the physiologically or pathophysiologically relevant phase information from larger anatomic structures. For this reason, it is rare to use a central filter larger than 64 × 64 if one is interested in measuring iron content. If the main goal is just to create better MR venograms, then it is reasonable to use a central filter of 96 × 96 or 128 × 128 without much adverse effect on the small vessels.

The larger the filter size, the more background field effects can be removed, but also the concomitant loss of phase information from larger tissue structures is more probable. Ideally, background field effects could be removed by predicting the phase expected for a given individual’s global head geometry. This would leave only small low-spatial-frequency phase errors, allowing a smaller filter size to be used to create the final HP result.78 An example of this novel approach is shown in Fig 9. Although this currently is a time-consuming process, it would not be surprising to see this method implemented in a practical fashion in the coming years, making SWI more robust to air/tissue interface field effects. In that case, it may be possible to tackle problems such as subarachnoid hemorrhages, subdural hemorrhages, and possibly spine imaging.

Another important consideration is measuring iron. Currently, phase, measured from filtered MR images, is found to be the most sensitive tool for measuring relative changes in iron content in the subcortical structures of the brain.62 Measuring iron content depends on the assignment of a given phase change in a tissue to a known amount of iron in that tissue. In Haacke et al.,63 this was done by associating the phase change in the motor cortex with 60 μg of nonheme Fe/g tissue. This ignores the fact that some of the phase shift, if not most of it, may come from heme iron and not ferritin. If this is indeed the case, the same phase shift seen in globus pallidus minus any heme iron effect may have a slope 5 times smaller. In any case, the reader needs to be aware that the absolute relationship between changes in phase and iron has not yet been established and that the relative contributions between heme and nonheme iron have not been sorted out yet. On the other hand, if blood levels remain constant and ferritin concentration does change, then any relative values of iron change in percentages would still be accurate, independent of whether this scale factor of 5 is present or not.

One problem in trying to compare phase information from one person to another is the geometry dependence of the phase coming from the shape of local objects of interest. If one assumes that the geometries of the structures of interest are roughly the same from person to person, then this might not be a major concern, but it is a potential problem when trying to measure absolute iron content. (It is less likely to be a problem when measuring relative changes in iron or calcium content.) The susceptibility of a structure is independent of the orientation, size, and shape of the structure; hence, a means to quantify tissue susceptibility would be of utmost importance because it will be a reliable measure of iron content. Tissue susceptibility will be an important means to quantify iron and is a topic of considerable interest in the field today.26,27

**Recommended Imaging Parameters at Different Field Strengths**

SWI can be used best at higher field strengths for a number of reasons. First, at low fields, TEs need to be much longer. For example, to obtain optimum contrast for veins at 1.5T, one needs a TE of between 40 and 80 ms. If we try to keep the product $\Delta \chi B_0^T$TE constant so that the phase effect remains the same from 1 field strength to another, then the minimum TE at 3T becomes only 20 ms. This can be expressed mathematically as

$$\varphi(B_0) = -\gamma g \Delta \chi B_0^T E = \text{constant},$$

which is tantamount to forcing

$$B_0^T E = B_0^T E'$$

where $B_0^T$ and $B_0^T E'$ refer to the products of field strength and TE at 1.5T and 3T, respectively. This shorter TE has several advantages. First, the scanning at 3T can be run twice as fast compared with 1.5T such that in the same period of time, twice the number of sections can be obtained at 3T or an isotropic in-plane resolution can be obtained. Second, at high fields, the
SNR increases, so a sacrifice of some SNR (because the image quality at 1.5T is already good enough clinically) to obtain not only faster coverage but also higher resolution of the whole brain coverage at 3T can be easily tolerated. With parallel imaging at 3T, whole-brain coverage by using SWI can be obtained in as short as 4 minutes. Figure 10 shows the phase behavior as a function of field strength, given that equation 25 is obeyed. As expected, it is difficult to differentiate field strengths except for the fact that the SNR is higher for the 3T image than the 1.5T image. Otherwise, the phase images should have the same contrast.

The advent of very high fields such as 7T and above offers unprecedented resolution and SNR in imaging the brain. However, there are concerns about field homogeneity and high specific absorption rates (SAR). Gradient-echo imaging is one of the most robust sequences in MR imaging and continues to show its advantages at high field where images appear much more uniform than spin-echo images. SWI, for example, uses flip angles much smaller than 90°, and because the SAR varies as the square of the flip angles, SWI has a much smaller power deposition than spin-echo sequences. As discussed previously, phase can be kept invariant as a function of field strength by appropriately adjusting the TE. On the other hand, phase information from local structures does not strongly depend on local rf inhomogeneities. These 2 properties suggest that the SWI filtered-phase images can play a role in comparing subject data across field strengths. High-field images are shown in Figs 11 and 12 (for recommended imaging parameters at different field strengths, see Table 2). From

Fig 7. A, Unprocessed original SWI magnitude image. B, HP-filtered phase image. C, Processed SWI magnitude image (ie, after phase-mask multiplication with \( m = 4 \)). D, Unprocessed original SWI magnitude image showing the dark hypointense ring around vein cross-sections (arrows). E, HP-filtered phase image showing the veins have low signal-intensity (arrows). F, Processed SWI magnitude image showing that the veins now appear with uniform low signal intensity (arrows).

Fig 8. mIP data over the original magnitude images (A) and over the processed SWI images (B). The mIP is carried out over 7 sections (representing a 14-mm slab thickness). The images were collected at 3T. There is a dropout of signal intensity in the frontal part of the brain, but otherwise the vessel visibility is much improved in B. In the future, this frontal dropout should not be a problem when the air/tissue geometries are corrected (Fig 9).
Fig 9. Results of the improved processing methodology. A, Original SWI phase image. B, Simulated phase due to air/tissue geometry at 40 ms. C, Result of subtracting A from B through the complex division. D, Result of HP filtering of A. E, Result of HP filtering of C. F, Corresponding unprocessed magnitude SWI image. G, Processed SWI magnitude image by using a phase mask from D. H, Processed SWI magnitude by using a phase mask from E. I, Result of subtracting G from H. Corresponding magnitude and phase images have been adjusted to the same, but appropriate, contrast levels. The size of the central filter in the HP process is 64 × 64.

Fig 10. A and B, Phase images, keeping the product B₀TE constant. A phase image acquired at 1.5T (A) and the same subject at 3T (B) show the same overall contrast but with a better SNR. The gray/white matter contrast in these images comes from the increased MR-visible iron content in the gray matter, giving it an appearance similar to a T1-weighted scan.
the perspective of higher SNR, smaller changes in phase now become visible, and we are beginning to discover new phase variations that reveal venules and arcuate fibers similar to what one sees in stained cadaver brain studies.

Interpreting SWI Data

There are 3 components to interpret in the SWI data to make a clinical diagnosis. The first relates to the original magnitude image from, for example, a TE = 40 ms scan at 1.5T. This image usually will have a resolution of no less than 0.5 (read) × 1.0 (phase) × 2.0 mm (section). Despite the fact that the TE is so long, the image quality will be quite good apart from dephasing around the sinuses and in the air/tissue interface regions such as the pituitary gland. When compared with conventional gradient-echo scans with a TE of 25 ms (where the effects of veins are much less), SWI will tend to highlight small changes in susceptibility across a voxel as signal-intensity losses.

There are 2 key points to keep in mind when interpreting the magnitude data. First, there is no large blooming effect because the resolution is so high. The higher the resolution, the less the blooming artifacts. Second, the parameters of the sequence are chosen so that the contrast is fairly flat between normal gray matter, white matter, and CSF, though a low-enough flip angle can keep the CSF brighter than the surrounding gray and white matter. Consequently, the magnitude image clearly reveals areas with either short T2* or an oscillatory signal intensity in the magnitude image caused by the presence of deoxyhemoglobin in the major veins. This latter effect will cause a much larger signal-intensity loss than the actual T2* of the tissue because the signal intensity from the vein can cancel the signal intensity from the gray matter or white matter and, like water/fat cancellation, will cause a complete loss of signal intensity at the appropriate TE (this is why the TE in SWI was chosen to be 40 ms in the first place). For a vein of subvoxel size, this cancellation leads to a hypointense voxel with respect to its surroundings. However, for a vein covering more than a few voxels, only in those voxels in which both vein and surrounding tissue are partial-volumed do we see these signal-intensity cancellations and hypointense voxels. A voxel containing only the intravenous signal intensity does not show this signal-intensity cancellation effect. Hence, the vein appears to have a bright signal intensity inside with a hypointense ring around it (Fig 7D). Nevertheless, following phase-mask multiplication, the whole vein appears as a hypointense region in the processed SWI image (Fig 7F).

The second component to interpret in SWI data is the phase image. For a right-handed system, veins will look dark on the phase image (because the deoxygenated blood is paramagnetic relative to its surrounding tissue) and calcium will look bright (because calcium is diamagnetic relative to the brain tissue). Remnant phase artifacts may also appear by the air/tissue interfaces and above the sinuses, necessitating a careful recognition of the dark shadows in the phase images in these areas as artifacts. Newer methods are making this less of a problem.53,78,79 Interpreting a darkening in local areas in phase images is important for MS, where iron can be associated with gray matter and white matter lesions. These iron-laden lesions will often correlate with the MS lesions seen on T2 or fluid-attenuated inversion recovery (FLAIR), but sometimes they will not, presumably depending on the stage and type of lesion.80 The phase difference can also be used to quan-
tify iron or follow changes in iron deposition with time, to follow the resolution of cerebral hemorrhages in patients with trauma, or to monitor the development of microbleeds in patients with dementia. In the future, phase will likely also be used to quantify oxygen saturation in major veins. Because the original phase data have been filtered, we often refer to the new phase images as the SWI-filtered phase images.

The third component used in interpreting SWI is the final processed SWI. These data have taken full advantage of T2* signal-intensity losses in the magnitude image and iron increases in the phase images to highlight both types of contrast in a single image. At this point, these images show many “black holes,” most often representing the cross-sections of small veins. How can we discriminate between these cross-sections and microbleeds? The best way to check for vessel connectivity is to take an mIP over a number of sections (most often 4). This is similar to using a maximum intensity projection (MIP) to see arteries in MR angiography (MRA). A point of interest here is that the MIP of SWI data can be taken as well. The resulting image, which is simply an SWI version of an MRA, is not so impressive at 1.5T; at 3T, this MRA begins to approach the quality of a conventional MRA.

A key point of practical interest is the orientation used for SWI. This is invariably transverse for a number of reasons. The foremost reason is that the phase of veins perpendicular to the main field is, in theory, opposite to that of those parallel to the main field, with the latter showing a negative phase and the former, a positive phase (equation 17). However, with an in-plane resolution to section-thickness aspect ratio of 2:4, the phase outside the small veins contributes more than the phase inside, reversing the phase behavior so that all veins show a negative phase. This reversal of phase behavior makes the visualization of the veins in the SWI-processed images much sharper.

Finally, we consider the contrast in the SWI data. Generally, the low flip angles and intermediate TEs give SWI an odd mixture of contrast. The gray matter/white matter contrast is almost nonexistent. Choosing the flip angle can play a role in getting the CSF signal intensity close to the gray matter/white matter signal intensity. This concept makes the magnitude images of little utility except as markers for microhemorrhages or other susceptibility effects. We often choose a slightly higher flip angle that suppresses partially the CSF, making it slightly darker than gray matter or white matter and (similar to FLAIR) slightly T1-weighted. In that case, edema appears bright, whereas the CSF remains suppressed. For patients with tumor, this has the effect of showing both the peritumoral edema as well as the bleeding inside the tumor.

Conversely, choosing a lower flip angle tends to highlight the spin attenuation and makes CSF a bit brighter than gray matter or white matter to regain some contrast. The former choice of, for example, 20° at 1.5T is the most popular. After processing, the SWI takes advantage of the high iron content in gray matter and begins to recreate gray matter/white matter contrast. The phase image has a lot of resemblance to a T1-weighted image. This gets carried over to the SWI. At the end, to better delineate the nature of the vascular content, we perform an mIP of the SWIs, usually over 4 adjacent images, to create an effective 8-mm-thick section. These mIP images present a great tool for visualizing vessel connectivity and microbleed locations with respect to the vasculature and other structures in the brain.

**Future Directions**

To date, SWI has had most of its clinical applications in the neuroimaging arena (this will be covered in Part 2 to be published in a later issue). Many of the ideas relating to iron quantification remain to be validated in animal models and further tested longitudinally in patients. Technical developments such as creating susceptibility maps that remove all phase artifacts are a particularly exciting direction. This would open the door to being able to use SWI in the spine, for example. Other developing applications include imaging cartilage, imaging calcium in atherosclerosis, imaging breast, and liver hemochromatosis.
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**Table 2: Range of experimental parameters advised for SWI data collection at different field strengths**

<table>
<thead>
<tr>
<th>FS</th>
<th>FA (degrees)</th>
<th>TR (ms)</th>
<th>TE (ms)</th>
<th>BW/pixel (Hz/pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5T</td>
<td>18–25 (20)</td>
<td>50–60 (60)</td>
<td>40</td>
<td>70–100</td>
</tr>
<tr>
<td>3T</td>
<td>12–17 (12)</td>
<td>25–35 (30)</td>
<td>20</td>
<td>80–100</td>
</tr>
<tr>
<td>4T</td>
<td>8–15 (12)</td>
<td>25–35 (28)</td>
<td>15</td>
<td>80–120</td>
</tr>
<tr>
<td>7T</td>
<td>11–17 (14)</td>
<td>25–35 (30)</td>
<td>10–16</td>
<td>100–150</td>
</tr>
</tbody>
</table>

Note:—FS indicates field strength; FA, flip angle; BW, bandwidth.

The values given in parentheses for FA and TR are the ones generally used by the authors. TEs given here are optimized for maximum signal cancellation from venous vasculature. Slightly shorter or longer TEs can be used for appropriate applications. However, note that for implementing shorter TEs, higher BW would be required, which would adversely affect the SNR of the image. One way to avoid this is to reduce the TR appropriately and cover more sections of the brain, which can recover some of the lost SNR.
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